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Abstract

YOLO-based object detectors support fast wildlife monitoring across diverse habitats. Static training limits these detectors
in the field because ecological conditions shift over time. Continual learning provides an incremental update process that

preserves earlier knowledge while absorbing new information.
This article reviews recent progress in continual learning for YOLO detection, with emphasis on experience replay, self-

distillation, and human-in-the-loop supervision. These approaches protect past knowledge, reduce annotation demands,

and deliver more stable predictions during long-term deployments.

A focused case study on Greater One-Horned Rhino monitoring shows how adaptive learning pipelines strengthen
detection reliability during seasonal changes, altered terrain, and new camera placements. The review outlines methods
with strong potential for long-term conservation work and highlights future directions for resilient wildlife monitoring

systems.
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1. Introduction

Accurate monitoring of endangered wildlife relies on reliable and scalable computer vision tools. YOLO detectors support
real-time identification and deliver strong performance across varied environments [1][2][3]. Traditional YOLO training
uses static datasets. This limits performance when field conditions shift, new viewpoints arise, or animal appearances vary.
Continual learning addresses this issue by updating models through incremental steps while retaining earlier detections
[1][2][4]. Experience replay and distillation-based methods produce stable updates and preserve key knowledge [5][6].
These advances support detectors used in conservation scenarios with frequent environmental changes.

Ecological monitoring introduces additional obstacles. Data scarcity for rare species, heavy class imbalance, and persistent
domain shifts complicate long-term deployments [4][5][7].

Conservation teams also rely on feedback loops involving domain experts. These loops reduce errors in uncertain cases
and improve long-term accuracy.

This article reviews technical progress in continual object detection within the YOLO family. It examines key methods
and connects them to the specific demands of Greater One-Horned Rhino monitoring.

2. Background

2.1 Deep Learning and the YOLO Framework

Object detection identifies objects and localizes them within images. YOLO approaches this with a single forward pass,
which produces strong speed and accuracy [8][9][10]. Successive YOLO versions improved detection of small objects,
performance in crowded scenes, and efficiency during deployment [8][9][10][11].

These properties support wildlife monitoring tasks that involve large volumes of image data from camera traps, drones,
or fixed surveillance systems [9][12].

2.2 Continual Learning

Conventional training procedures assume stable datasets. Field deployments present new classes, lighting variations, and
fluctuating backgrounds. Continual learning introduces training routines that integrate new data in stages while retaining
earlier outputs [13][11][7].

Common strategies include:

» experience replay, where past samples remain in a buffer [7]

 distillation losses, which transfer knowledge from an earlier model to a new model [11][7]
*  memory-augmented methods that balance retention and adaptation [7]

2.3 Wildlife Monitoring Requirements

Al supports wildlife work through camera trap analysis, drone-based surveys, and habitat assessment [12][17]. Many
conservation projects operate under difficult conditions, limited staffing, and irregular data flow. Endangered animals
appear infrequently, which results in sparse labels and severe dataset imbalance [18][19].

Continual learning aligns with these constraints because it supports periodic updates instead of retraining from scratch.

2.4 Integration of Continual Learning and Ecological Monitoring

Recent work links continual learning with ecological monitoring [13][7]. These efforts aim to maintain detection quality
throughout seasonal transitions, environmental disturbances, and long-term conservation programs. YOLO-based
detectors paired with continual learning offer a practical route for adaptive wildlife monitoring.

3. Technical Advances in Continual YOLO Object Detection

3.1 Overview

Continual learning research focuses on stable updates under long-term sequences of new data [1]. Effective methods
reduce catastrophic forgetting while improving accuracy on new tasks.

3.2 Experience Replay

Experience replay stores selected samples from earlier tasks in a memory buffer [2][7]. Mixing these samples with new
data during fine-tuning slows knowledge loss.

Balanced replay strategies, including label propagation and sample consolidation, improve stability in long training
sequences and support rare-species monitoring [ 10]. These strategies help maintain consistent predictions across changing
field conditions.

3.3 Self-Distillation and Regularization

Self-distillation transfers outputs from an earlier model to a new model through soft targets [1]. YOLO-specific research
refined distillation for object detection by masking unreliable predictions and adjusting loss terms for regression tasks.
These improvements stabilized updates across multiple stages and produced strong results on standard benchmarks.

3.4 Human-in-the-Loop

Human supervisors validate uncertain detections and supply high-quality labels for difficult cases [5]. Selective annotation
reduces workload and strengthens long-term detection accuracy in ecological datasets. Studies report significant
reductions in labeling time when experts focus on ambiguous samples [6].
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3.5 Performance Across Benchmarks

Replay, distillation, and human-in-the-loop workflows outperform naive fine-tuning approaches on VOC, COCO, and
wildlife datasets [1][4]. These methods support long-term ecological deployments that require consistent results under
evolving conditions.

4. Current Challenges and Open Problems

4.1 Catastrophic Forgetting

Models lose earlier detection abilities when exposed to extended sequences of new cases. Replay and distillation slow this
decline but do not eliminate it [20][4].

4.2 Distribution Shifts

Wildlife imagery varies with weather, vegetation, and sensor placement. Sudden changes in background conditions
degrade detector performance until new data gets integrated [20].

4.3 Small, Overlapping, or Rare Objects

YOLO struggles with small or occluded animals. Rare species worsen this issue because few samples appear in the replay
buffer [2].

4.4 Annotation Gaps

Wildlife datasets include missing labels. Missing labels mislead detectors during incremental updates. Human-in-the-loop
review helps, though a complete solution remains unavailable [4][6].

4.5 Resource Constraints

Replay buffers require memory and processing resources. Field deployments often use limited hardware [9].

4.6 Monitoring and Evaluation

Long-term wildlife systems need continuous quality checks, automated alerts, and anomaly detection [20].

4.7 Case Comparisons

Whale monitoring with human-in-the-loop achieved 95 percent mAP and reduced annotation effort by 75 percent [19].
Roadside wildlife detection improved recall by 10 percent when self-training and replay were applied [4].

Other work, such as YOLO-SAG and DEAL-YOLO, improved small-object detection and reduced model size for remote
deployments [21][22].

Performance Comparison of YOLO-Based Continual Object Detection Methods Across Wildlife Conservation Case
Studies is shown in Table 1 below.

Dataset/Species Method mAP F1 Score | Recall Annotation Effort
Improvement Reduction

Whale  Monitoring | YOLO + Human-in-the- | 95% 0.95 12% 75%

[19] Loop

Endangered Species | YOLO + Self-Training + | 92% 0.90 10% 60%

Road Monitoring [4] | Replay

Table 1. Performance Comparison

5. Ecological Case Study: Greater One-Horned Rhino Monitoring

5.1 Conservation Importance

Greater One-Horned Rhinos remain concentrated in Assam’s floodplains. Conservation teams handle poaching pressures,
recurring floods, and habitat disturbances [19][23][25]. These challenges increase the need for reliable detection tools that
support long-term ecological monitoring and rapid response efforts.

Recent advances in rhino-focused YOLO systems provide strong baselines for automated surveillance and contribute
directly to these conservation requirements [23][25].

5.2 Standard YOLO Deployment

Recent research demonstrates that YOLO-based detectors perform reliably for Greater One-Horned Rhino monitoring in
controlled and semi-structured environments. Earlier work established a strong baseline for real-time rhino detection,
achieving mAP values above 98 percent on curated field datasets [23]. Subsequent advances extended this foundation
through deployment-oriented studies.

A YOLO-based road-safety wildlife detection system delivered robust performance under variable lighting and
background conditions, confirming the suitability of one-stage detectors for resource-constrained field applications [24].
More recent work introduced a YOLO instance segmentation framework with morphological filtering and semantic false-
positive suppression, which improved precision in complex vegetation and cluttered backgrounds common in rhino
habitats [25].

Together, these deployments show that YOLO architectures provide strong, adaptable baselines for rhino monitoring
before continual learning strategies are applied.
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5.3 Integrating Continual Learning

Field work in [4] used a self-training scheme that updated detectors through weakly labeled data streams. The system
gained accuracy over time and limited annotation load.

Work in [5] used a human-in-the-loop strategy in aerial surveys. Experts corrected uncertain samples, which guided
incremental updates.

For rhino monitoring, an adaptive pipeline would support:

+ ongoing updates from new camera trap or drone imagery
+ selective expert review for difficult frames

+ retention of earlier knowledge through replay

+ improved resilience under seasonal shifts

Future work should test these methods in rhino habitats with cloud-edge infrastructure and periodic expert review.

6. Future Directions

6.1 Continual Learning Pipelines

Efficient pipelines must integrate replay, distillation, and targeted expert review. Research should examine lightweight
algorithms suited for edge devices in remote areas.

6.2 Efficient Annotation

Semi-supervised learning and selective sampling reduce workload. These methods help process sightings of rare behaviors
or unusual habitat conditions.

6.3 Domain Adaptation

Long-term deployments require generalization across multiple sites. Domain-adaptive and federated approaches offer
promising directions for shared conservation efforts.

6.4 System Monitoring

Field systems need automated evaluation to flag silent failures or domain drift. Reliable alert mechanisms strengthen
conservation response.

6.5 Shared Datasets

Open, regularly updated wildlife datasets support benchmarking and reduce duplication of effort. Strong collaboration
between ecologists and engineers strengthens progress.

7. Conclusion

YOLO detectors support fast and accurate wildlife monitoring. Static training limits these detectors in dynamic
environments. Continual learning strengthens long-term performance by integrating new data while preserving earlier
knowledge.

This review examined replay, distillation, and human-in-the-loop methods, with evidence from whale monitoring and
threatened wildlife road monitoring. The case study on Greater One-Horned Rhinos shows clear benefits for adaptive
conservation programs.

Future work should focus on lightweight continual learning pipelines, improved annotation tools, and robust evaluation
systems. These directions support scalable and resilient wildlife monitoring solutions suited to long-term ecological
challenges.
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